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tDCS induces long-lasting polarity-specific after-effects 

End of tDCS conditioning 
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Summary

Around 20% of the population exhibits moderate to severe
numerical disabilities [1–3], and a further percentage loses
its numerical competence during the lifespan as a result of
stroke or degenerative diseases [4]. In this work, we investi-
gated the feasibility of using noninvasive stimulation to the
parietal lobe during numerical learning to selectively
improve numerical abilities. We used transcranial direct
current stimulation (TDCS), a method that can selectively
inhibit or excitate neuronal populations by modulating
GABAergic (anodal stimulation) and glutamatergic (cath-
odal stimulation) activity [5, 6]. We trained subjects for 6
days with artificial numerical symbols, during which we
applied concurrent TDCS to the parietal lobes. The polarity
of the brain stimulation specifically enhanced or impaired
the acquisition of automatic number processing and the
mapping of number into space, both important indices of
numerical proficiency [7–9]. The improvement was still
present 6 months after the training. Control tasks revealed
that the effect of brain stimulation was specific to the repre-
sentation of artificial numerical symbols. The specificity and
longevity of TDCS on numerical abilities establishes TDCS
as a realistic tool for intervention in cases of atypical numer-
ical development or loss of numerical abilities because of
stroke or degenerative illnesses.

Results and Discussion

Dalton, Keynes, Gauss, Newton, Einstein, and Turing are only
a few examples of people who have advanced the quality of
human life and knowledge through their exceptional numerical
abilities. At the other end of the scale, up to 6.5% of the pop-
ulation struggles with even basic numerical understanding,
a disability termed Developmental Dyscalculia [3]. An even
higher percentage (15% to 20% of the population) has less-
specific numerical difficulties, which nevertheless impose
significant practical, educational, and, consequently, employ-
ment obstacles [2, 10], and a further percentage loses their
numerical competence during the life span as a result of stroke
or degenerative problems [4]. The negative impact of numer-
ical difficulties on everyday life is manifested in the lack of
progress in education, increased unemployment, reduced

salary and job opportunities, and additional costs in mental
and physical health [2, 11, 12].
At the neuronal level, studies have shown that difficulties or

expertise with numbers are associated with functional and
anatomical anomalies of the right parietal lobe, as compared
to the normal population [13–18]. In addition, the right parietal
lobe has been suggested to be important for the development
of intact numerical understanding during infancy and early
childhood [19, 20]. At the behavioral level, cognitive and devel-
opmental studies have shown that automatic numerical pro-
cessing and mapping of numbers into space are important
indices of the number sense abilities [7, 21].
Automatic numerical processing can be assessed with

a numerical Stroop paradigm [22, 23]. In this paradigm,
subjects are presented with two numerical stimuli on the
computer screen and are required to compare the stimuli ac-
cording to their physical size. The stimuli can be incongruent
(e.g., a physically large 2 and a physically small 4), neutral
(e.g., a physically small 2 and a physically large 2), or
congruent (e.g., a physically small 2 and a physically large 4).
Congruity effects reflect automatic numerical processing:
longer reaction times for incongruent trials in comparison to
congruent trials. Such an effect with symbolic numbers char-
acterizes competent numerical ability [22, 23], whereas a negli-
gible effect, if any, is a cognitive signature of adults with
numerical difficulties [7, 24] or healthy children at the begin-
ning of the first grade [22, 23].
A number-to-space paradigm probes the close relation

between visuospatial processes and numerical representation
[25]. In this task, subjects areasked tomapanumberonaphys-
ical line [26]. Mastering numerical information is characterized
by a linear mapping of numbers onto a physical line [8, 9]. In
contrast, young children, as well as indigenous tribes who
have little or no formal mathematical education, map the
numbers in a logarithmic fashion [8, 9]. Another effect that
numerate adults show is a systematic spatial bias toward the
larger number, whereas children show a bias toward the small
number [27]. In adults, this effect is likely to be due to a spatial
bias toward the larger magnitude as a result of an overestima-
tionof the lateral extent closer to the larger digit. In children, the
opposite effect is likely to be due to ordinal influence that
preceded cardinality at earlier developmental stages.
We combined transcranial direct current stimulation (TDCS),

anoninvasivebrainstimulation technique [6,28],witha learning
paradigm of artificial digits [29], analogous to themethodology
frequent in language studies [30], to investigate the causal link
between the parietal lobes and the development of numerical
automaticity and number-space interaction. During TDCS,
a weak current is applied constantly over time to enhance
(anodal stimulation) or reduce (cathodal stimulation) theexcita-
tion of neuronal populations, with maximal effect on the stimu-
lated area beneath the electrodes [6, 28]. Animal studies have
shown that the long-lasting effects are protein synthesis
dependent and accompanied by modifications of intracellular
cyclic AMP and calcium levels, and they therefore share
some features with long-term potentiation (LTP) and long-
term depression (LTD) [6, 28]. Magnetic resonance spectros-
copy in humans found that the molecular changes involved*Correspondence: roi.cohenkadosh@psy.ox.ac.uk
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Figure S1, Related to Figure 1. Stimuli Used in the Experiment and Learning Functions for 
the Different Groups 
A) The artificial digits used as stimuli and their equivalent in everyday digits. 
B) Learning function for right cathodal, right anodal, and sham group. The improvement in the 
learning task over days was modelled using a power law function (see Methods and Materials).  
Non-linear regression showed an equivalent fit for all three groups (RC-LA, R=.92; RA-LC, 
R=.88; sham, R=.85; p=.46). In addition, the speed of learning and the reaction time for the first 
block were similar among the three groups (all ps>.33). 

 
 
 
 
 
 
 
 

reduction in spontaneous neural activity of GABAergic (anodal
stimulation) and glutamatergic (cathodal stimulation) activity
after motor cortex stimulation [5].

Over 6 days, 15 healthy adults learned the association
between nine arbitrary symbols without knowing the quantity
that had been assigned to them (see Figure S1 available on-
line). At the beginning of each training day, when the learning
phase started, a weak current (1 mA) was applied to the
subjects’ left and right parietal lobes for 20 min. Following
the learning phase, which lasted for around 90–120min, we as-
sessed the subjects’ newly created number sense with the
numerical Stroop task and the number-to-space task with
learned digits (Figure 1; Figures S2 and S3). We examined
the performance as a function of three conditions: (1) the right
anodal-left cathodal (RA-LC) group received anodal stimula-
tion to the right parietal lobe and cathodal stimulation to the
left parietal lobe; (2) the right cathodal-left anodal (RC-LA)
group received cathodal and anodal stimulation to the right
parietal lobe and the left parietal lobe, respectively; (3) the
sham group received stimulation to the left and right parietal
lobes that ceased after 30 s. The sham stimulation produces
a sensation that is indistinguishable from the nonsham stimu-
lation condition but that has no excitatory effect on the
neuronal populations [6, 28, 31, 32].

We found that during numerical learning, anodal stimulation
to the right parietal lobe and cathodal stimulation to the left
parietal lobe (RA-LC group) caused better andmore consistent
performance in both numerical tasks. In contrast, the opposite
configuration, anodal stimulation to the left parietal lobe and
cathodal stimulation to the right parietal lobe (RC-LA group),
led to underperformance, comparable to that observed in
youngchildrenor indigenous tribeswith rudimentary numerical
skills (i.e., RA-LC group >RC-LA group = children [8, 9, 22, 27]).

Sham stimulation led to a performance that fell between both
stimulation groups.
During the numerical Stroop task, the development of auto-

maticity over time differed among the groups, as indicated by
a significant three-way interaction between group, session,
and congruity (F(16,96) = 1.85, p = 0.035, Table S1). Further
analysis revealed that the RA-LC group showed an interaction
between congruity and training. This interaction was due to
a consistent congruity effect (43–50 ms) that was already
present from the fourth training day (F(2,8) = 10.81, p = 0.005),
indicating automatic numerical processing. In contrast, the
RC-LA group showed an abnormal effect (F(2,8) = 5.67,
p = 0.03). A quadratic trend analysis (incongruent > neutral <
congruent) explained 87% of the variance (F(1,4) = 11.36,
p = 0.03), indicating that this effect was due to faster reaction
times (RTs) for the neutral condition in comparison to the
congruent and incongruent conditions (congruent versus
incongruent, p = 0.3). The sham group failed to show a signifi-
cant interaction between congruity and training (F(8,32) = 1.76,
p = 0.12). However, it seems that, in contrast to the RC-LA
group, which did not show a typical congruity effect, and the
RA-LC group, which showed a consistent congruity effect
already from the fourth day (fourth day congruity effect in the
sham group = 10 ms, p = 0.6), a typical congruity effect
emerged for the sham group on the fifth and sixth training
days (F(2,8) = 4.52, p = 0.049) (Figure 2A and Table S1).
Brain stimulation also affected the performance in the

number-to-space task. We examined whether the mapping
of the number into space follows a linear or logarithmic scale.
Previous studies suggested that a log-to-linear shift might
occur as a result of exposure to critical educational material
or culture-specific devices such as rulers or graphs [9].
However, all studies that have documented the log-to-linear
shift involved populations that showed linear mapping due to
extensively learnedmaterial (i.e., the digits 1–9 that are familiar
from schooling) and/or symbolic knowledge of quantity [8, 9].
The current paradigm allowed us to reveal that brain stimula-
tion can induce a performance that is characterized by linear
fit independent of exposure to critical educational material or
culture-specific devices. Namely, at the end of the learning
phase, a logarithmic function was the best predictor in the
regression analysis for the sham group and the RC-LA group,
whereas linear function characterized best the RA-LC group
(Figure 3).
In addition, as indicated by a main effect for group, a right-

ward shift toward the large number was observed for the
RA-LC group (mean = 0.59) and to a lesser degree for the
sham group (mean = 0.25), a finding that characterizes adults’
performance with everyday digits. In contrast, a leftward shift,
which is associated with children’s performance [27], was
observed for the RC-LA group (mean = 20.27; F(2,12) = 5.2,
p = 0.023; linear trend analysis [RA-LC > sham > RC-LA] ex-
plained 98% of the variance).
To examinewhether TDCS affectedmore general perceptual

or cognitive abilities, we asked the subjects on the last day of
testing to perform the same taskswith everyday digits (Figures
S2 and S3). The performance in these tasks with everyday
digits was not modulated by the type of brain stimulation (all
p > 0.2). Specifically, the subjects showed a normal congruity
effect (F(2,24) = 14.1, p = 0.00009), which did not vary between
thegroups (p=0.46, Figure2B), and the linear scale showed the
best fit to their performance, independent of group (Figure 3).
Six months after the end of the training, we contacted the

participants from the RA-LC group to examine whether their

Figure 1. A Schematic Outline of the Experimental Design in a Typical Daily
Session

(A) TDCS was delivered for 20 min from the start of the training. In this case,
anodal stimulation was applied to the right parietal lobe (red arrow),
whereas cathodal stimulation was delivered to the left parietal lobe (blue
arrow).
(B) The training continued after the termination of the stimulation.
(C and D) Once the training ended, the subjects performed the numerical
Stroop task (C) and the number-to-space task (D). The time next to each
image reflects the elapsed time from the beginning of the daily session until
its termination in a cumulative fashion.
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adult-like performance on the tasks with artificial digits per-
sisted. All but one of the participants was available. In the
numerical Stroop task, the participants showed a significant
congruity effect, as indicated by slower RTs for the incon-
gruent versus neutral and congruent (p = 0.04). This perfor-
mance was very similar to the performance on the last day of
training 6 months earlier (interaction between congruity and
time, p = 0.53; congruity effect of 44 ms at the end of training
versus 36 ms after 6 months). In the number-to-space task,
the participants showed a positive correlation between their
current mapping and their performance 6 months before (r =
0.83, p = 0.02), and their performance was still best character-
ized by a linear function (b = 0.71 6 0.13, p < 0.001).

Previous studies have used transcranial magnetic stimula-
tion to the parietal lobe during numerical tasks to solely impair
numerical abilities (for reviews, see [33, 34]). Although this
knowledge is important for our understanding of brain organi-
zation and the brain-behavior relationship, transient impair-
ment of an ability does not have the same, major implications
as improving an ability (e.g., rehabilitation, cognitive enhance-
ment). In contrast, the current results show that noninvasive
brain stimulation can not only impair such capacities but can
also enhance numerical abilities with remarkable longevity.
Namely, during numerical learning, we selectively enhanced
or impaired the development of automatic numerical process-
ing and the interaction between number and space, which are
critical indices of numerical abilities [7, 8].

The observed polarity effect is likely to stem from stimu-
lating the right parietal lobe, which has been previously shown
to correlate with the level of math abilities [13–18] and to be
crucial for intact automatic numerical processing [24]. We
can be confident that the parietal lobes are the focus of our
stimulation effects because of the increased current density
under the site of the electrodes [6, 28]. Nevertheless, future
studies are needed that will investigate the effects of DC
(Supplemental Discussion).

TDCS has been shown to affect the cellular and molecular
mechanisms that are involved in LTP and/or LTD [5, 28,
31, 35]. Previous studies have pinpointed the effect of DCS
to several minutes after stimulation onset [31], and in order to
achieve more selective effects, it is therefore important
to modulate neuronal activity via cognitive tasks prior to the
brain stimulation onset [36]. Therefore, it is not surprising that
the current results were highly specific to the learned material
rather than to general functions such as visuospatial abilities,
attention, or working memory (for further discussion, see
Supplemental Discussion). In addition, TDCS did not affect
the learning process itself, which might be subserved by non-
parietal areas [37, 38], or the automaticity of number process-
ing and themapping of number into spacewith everydaydigits.
This dissociation between artificial digits and everyday digits
supports the view that numbers canbe representedbymultiple
representations [39],whichhas further implications for theories
in numerical cognition, education, and rehabilitation.
Our findings are important because they establish TDCS as

a tool for intervention in cases of atypical numerical develop-
ment or loss of numerical abilities due to stroke or degenerative
illnesses. To date, no pharmacological interventions have been
found that could target numerical cognition directly without
holdingsubstantial sideeffects forotherdomains,suchasatten-
tion [40]. Therefore, the specificity of the current findingsmakes
theuseofTDCSattractive in thefieldof rehabilitationofdevelop-
mental and acquired disorders in numerical cognition.

Experimental Procedures

Participants
Fifteen right-handed university students (20–22 years old) were randomly
assigned to the RA-LC group, RC-LA group, or sham group.

Procedure
The study consisted of six sessions for each subject. The sessions lasted
w120 min each (including electrode placement, a learning phase, and

Figure 2. The Congruity Effect for the Artificial
Digits, the Cumulative Congruity Effect over
Training, and the Congruity Effect for Everyday
Digits for the Sham, RC-LA, and RA-LC Groups
in the Numerical Stroop Task

The data of the artificial digits for each group are
averaged across the sessions that showed a
significant congruity effect (three sessions for
the RA-LC group, two sessions for the sham
group, and five sessions for the RC-LA group;
note that the latter group showed an abnormal
congruity effect that was not changed as a func-
tion of learning), and the raw data, which includes
RTs in each session for each group, are pre-
sented in Table S1.
(A) Whereas the RA-LC group and the sham
group showed a typical congruity effect, the
RC-LA group showed an abnormal effect that
mirrored the performance of children at the age
of 6 years and might reflect perceptual rather
than semantic interference [22].
(B) The cumulative congruity effect demonstrates
the emergence of a consistent automatic numer-
ical processing already from the fourth day for the
RA-LC group (p = 0.005, Table S1), whereas it
occurred only later for the sham group
(p = 0.049, Table S1) and did not appear for the
RC-LA group.

(C) All groups showed a consistent and typical congruity effect for everyday digits (p = 0.00009; group x congruity interaction, p = 0.46), as reflected by
slower RTs for the incongruent condition versus the congruent condition. Data are mean 6 standard error (SE) of the mean. Note the different scaling in
each panel. For a description of the task, see Figure S2.
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adult-like performance on the tasks with artificial digits per-
sisted. All but one of the participants was available. In the
numerical Stroop task, the participants showed a significant
congruity effect, as indicated by slower RTs for the incon-
gruent versus neutral and congruent (p = 0.04). This perfor-
mance was very similar to the performance on the last day of
training 6 months earlier (interaction between congruity and
time, p = 0.53; congruity effect of 44 ms at the end of training
versus 36 ms after 6 months). In the number-to-space task,
the participants showed a positive correlation between their
current mapping and their performance 6 months before (r =
0.83, p = 0.02), and their performance was still best character-
ized by a linear function (b = 0.71 6 0.13, p < 0.001).

Previous studies have used transcranial magnetic stimula-
tion to the parietal lobe during numerical tasks to solely impair
numerical abilities (for reviews, see [33, 34]). Although this
knowledge is important for our understanding of brain organi-
zation and the brain-behavior relationship, transient impair-
ment of an ability does not have the same, major implications
as improving an ability (e.g., rehabilitation, cognitive enhance-
ment). In contrast, the current results show that noninvasive
brain stimulation can not only impair such capacities but can
also enhance numerical abilities with remarkable longevity.
Namely, during numerical learning, we selectively enhanced
or impaired the development of automatic numerical process-
ing and the interaction between number and space, which are
critical indices of numerical abilities [7, 8].

The observed polarity effect is likely to stem from stimu-
lating the right parietal lobe, which has been previously shown
to correlate with the level of math abilities [13–18] and to be
crucial for intact automatic numerical processing [24]. We
can be confident that the parietal lobes are the focus of our
stimulation effects because of the increased current density
under the site of the electrodes [6, 28]. Nevertheless, future
studies are needed that will investigate the effects of DC
(Supplemental Discussion).

TDCS has been shown to affect the cellular and molecular
mechanisms that are involved in LTP and/or LTD [5, 28,
31, 35]. Previous studies have pinpointed the effect of DCS
to several minutes after stimulation onset [31], and in order to
achieve more selective effects, it is therefore important
to modulate neuronal activity via cognitive tasks prior to the
brain stimulation onset [36]. Therefore, it is not surprising that
the current results were highly specific to the learned material
rather than to general functions such as visuospatial abilities,
attention, or working memory (for further discussion, see
Supplemental Discussion). In addition, TDCS did not affect
the learning process itself, which might be subserved by non-
parietal areas [37, 38], or the automaticity of number process-
ing and themapping of number into spacewith everydaydigits.
This dissociation between artificial digits and everyday digits
supports the view that numbers canbe representedbymultiple
representations [39],whichhas further implications for theories
in numerical cognition, education, and rehabilitation.
Our findings are important because they establish TDCS as

a tool for intervention in cases of atypical numerical develop-
ment or loss of numerical abilities due to stroke or degenerative
illnesses. To date, no pharmacological interventions have been
found that could target numerical cognition directly without
holdingsubstantial sideeffects forotherdomains,suchasatten-
tion [40]. Therefore, the specificity of the current findingsmakes
theuseofTDCSattractive in thefieldof rehabilitationofdevelop-
mental and acquired disorders in numerical cognition.

Experimental Procedures

Participants
Fifteen right-handed university students (20–22 years old) were randomly
assigned to the RA-LC group, RC-LA group, or sham group.

Procedure
The study consisted of six sessions for each subject. The sessions lasted
w120 min each (including electrode placement, a learning phase, and

Figure 2. The Congruity Effect for the Artificial
Digits, the Cumulative Congruity Effect over
Training, and the Congruity Effect for Everyday
Digits for the Sham, RC-LA, and RA-LC Groups
in the Numerical Stroop Task

The data of the artificial digits for each group are
averaged across the sessions that showed a
significant congruity effect (three sessions for
the RA-LC group, two sessions for the sham
group, and five sessions for the RC-LA group;
note that the latter group showed an abnormal
congruity effect that was not changed as a func-
tion of learning), and the raw data, which includes
RTs in each session for each group, are pre-
sented in Table S1.
(A) Whereas the RA-LC group and the sham
group showed a typical congruity effect, the
RC-LA group showed an abnormal effect that
mirrored the performance of children at the age
of 6 years and might reflect perceptual rather
than semantic interference [22].
(B) The cumulative congruity effect demonstrates
the emergence of a consistent automatic numer-
ical processing already from the fourth day for the
RA-LC group (p = 0.005, Table S1), whereas it
occurred only later for the sham group
(p = 0.049, Table S1) and did not appear for the
RC-LA group.

(C) All groups showed a consistent and typical congruity effect for everyday digits (p = 0.00009; group x congruity interaction, p = 0.46), as reflected by
slower RTs for the incongruent condition versus the congruent condition. Data are mean 6 standard error (SE) of the mean. Note the different scaling in
each panel. For a description of the task, see Figure S2.
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Low intensity electric fields have been suggested to affect the ongoing neuronal activity in vitro and in human studies. However, the
physiological mechanism of how weak electrical fields affect and interact with intact brain activity is not well understood. We performed
in vivo extracellular and intracellular recordings from the neocortex and hippocampus of anesthetized rats and extracellular recordings
in behaving rats. Electric fields were generated by sinusoid patterns at slow frequency (0.8, 1.25 or 1.7 Hz) via electrodes placed on the
surface of the skull or the dura. Transcranial electric stimulation (TES) reliably entrained neurons in widespread cortical areas, including
the hippocampus. The percentage of TES phase-locked neurons increased with stimulus intensity and depended on the behavioral state
of the animal. TES-induced voltage gradient, as low as 1 mV/mm at the recording sites, was sufficient to phase-bias neuronal spiking.
Intracellular recordings showed that both spiking and subthreshold activity were under the combined influence of TES forced fields and
network activity. We suggest that TES in chronic preparations may be used for experimental and therapeutic control of brain activity.

Introduction
Since neurons are electrically charged structures, extracellular
fields generated around them affect their excitability (Bishop and
O’leary, 1950; Terzuolo and Bullock, 1956; Rall and Shepherd,
1968; Jefferys, 1981, 1995; Taylor and Dudek, 1982; Traub et al.,
1985, 1999; Chan and Nicholson, 1986; Tranchina and Nichol-
son, 1986; Holt and Koch, 1999; McIntyre and Grill, 1999; Fran-
cis et al., 2003; Bédard et al., 2004; Gold et al., 2006; Logothetis et
al., 2007). The impact of extracellular fields on neuronal excit-
ability raises three important issues. The first critical question is
the extent to which local field potentials, generated by either
normal or pathological activity of neuronal assemblies, affect
neuronal firing by nonsynaptic mechanisms (Noebels and
Prince, 1978; Jefferys and Haas, 1982; Jefferys, 1995; Francis et al.,
2003; Parra and Bikson, 2004; Anastassiou et al., 2010). The sec-
ond issue is whether exposure to electric and magnetic fields in
modern environments presents health risks (Adey, 1981; Bawin
et al., 1984; Jefferys et al., 2003). The third question is whether exter-
nally applied electric or magnetic fields can be exploited for the treat-
ment of neurological and psychiatric diseases (Rosenthal, 1972;
Barker et al., 1985; George et al., 1999; Walsh and Cowey, 2000;

Gluckman et al., 2001; Francis et al., 2003; Walsh and Pascual-Leone,
2003; Fitzgerald et al., 2006; Fregni et al., 2006; Webster et al., 2006;
Radman et al., 2007a; Nitsche et al., 2009).

Transcranial magnetic stimulation (TMS) is a leading exper-
imental tool for studying the human brain. The pulsed magnetic
field can temporarily excite or inhibit specific areas and can even
produce long-term changes (Barker et al., 1985; Hallett, 2000;
Walsh and Cowey, 2000; Fitzgerald et al., 2006). A disadvantage
of TMS is that large and heavy coils are required for generating
magnetic fields. The large size and apparent visibility of TMS
instruments make this method less than ideal for long-term out-
patient treatment.

Experimental and clinical applications of transcranial electric
stimulation (TES) in humans have been traditionally confined to
transcranial direct current stimulation (tDCS) (cf. Nitsche et al.,
2009). However, in a recent study on sleep-assisted memory con-
solidation, Marshall et al. (2006) showed a significant enhance-
ment of memory recall induced by oscillating current TES at 0.75
Hz. In another study (Terney et al., 2008), TMS-evoked re-
sponses were enhanced by random noise stimulation applied by
TES. Unfortunately, the direct electrophysiological effects of the
stimulation could not be studied, due to TES-induced artifacts.
The success of those studies emphasizes the need for a thorough
physiological understanding of TES-induced effects on neuronal
activity in the intact brain. Prompted partially by these human
studies, we investigated the neurophysiological effects of TES in
anesthetized and chronically implanted rats. We found that ap-
plied electric fields entrained spiking activity of neurons in wide-
spread cortical areas. The effect depended on both the intensity
and the polarity of TES and was influenced by the ongoing state
changes of brain activity. Chronic application of TES, therefore,
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Thomas Radman for their critical input on the manuscript.
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Low intensity electric fields have been suggested to affect the ongoing neuronal activity in vitro and in human studies. However, the
physiological mechanism of how weak electrical fields affect and interact with intact brain activity is not well understood. We performed
in vivo extracellular and intracellular recordings from the neocortex and hippocampus of anesthetized rats and extracellular recordings
in behaving rats. Electric fields were generated by sinusoid patterns at slow frequency (0.8, 1.25 or 1.7 Hz) via electrodes placed on the
surface of the skull or the dura. Transcranial electric stimulation (TES) reliably entrained neurons in widespread cortical areas, including
the hippocampus. The percentage of TES phase-locked neurons increased with stimulus intensity and depended on the behavioral state
of the animal. TES-induced voltage gradient, as low as 1 mV/mm at the recording sites, was sufficient to phase-bias neuronal spiking.
Intracellular recordings showed that both spiking and subthreshold activity were under the combined influence of TES forced fields and
network activity. We suggest that TES in chronic preparations may be used for experimental and therapeutic control of brain activity.

Introduction
Since neurons are electrically charged structures, extracellular
fields generated around them affect their excitability (Bishop and
O’leary, 1950; Terzuolo and Bullock, 1956; Rall and Shepherd,
1968; Jefferys, 1981, 1995; Taylor and Dudek, 1982; Traub et al.,
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son, 1986; Holt and Koch, 1999; McIntyre and Grill, 1999; Fran-
cis et al., 2003; Bédard et al., 2004; Gold et al., 2006; Logothetis et
al., 2007). The impact of extracellular fields on neuronal excit-
ability raises three important issues. The first critical question is
the extent to which local field potentials, generated by either
normal or pathological activity of neuronal assemblies, affect
neuronal firing by nonsynaptic mechanisms (Noebels and
Prince, 1978; Jefferys and Haas, 1982; Jefferys, 1995; Francis et al.,
2003; Parra and Bikson, 2004; Anastassiou et al., 2010). The sec-
ond issue is whether exposure to electric and magnetic fields in
modern environments presents health risks (Adey, 1981; Bawin
et al., 1984; Jefferys et al., 2003). The third question is whether exter-
nally applied electric or magnetic fields can be exploited for the treat-
ment of neurological and psychiatric diseases (Rosenthal, 1972;
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Transcranial magnetic stimulation (TMS) is a leading exper-
imental tool for studying the human brain. The pulsed magnetic
field can temporarily excite or inhibit specific areas and can even
produce long-term changes (Barker et al., 1985; Hallett, 2000;
Walsh and Cowey, 2000; Fitzgerald et al., 2006). A disadvantage
of TMS is that large and heavy coils are required for generating
magnetic fields. The large size and apparent visibility of TMS
instruments make this method less than ideal for long-term out-
patient treatment.

Experimental and clinical applications of transcranial electric
stimulation (TES) in humans have been traditionally confined to
transcranial direct current stimulation (tDCS) (cf. Nitsche et al.,
2009). However, in a recent study on sleep-assisted memory con-
solidation, Marshall et al. (2006) showed a significant enhance-
ment of memory recall induced by oscillating current TES at 0.75
Hz. In another study (Terney et al., 2008), TMS-evoked re-
sponses were enhanced by random noise stimulation applied by
TES. Unfortunately, the direct electrophysiological effects of the
stimulation could not be studied, due to TES-induced artifacts.
The success of those studies emphasizes the need for a thorough
physiological understanding of TES-induced effects on neuronal
activity in the intact brain. Prompted partially by these human
studies, we investigated the neurophysiological effects of TES in
anesthetized and chronically implanted rats. We found that ap-
plied electric fields entrained spiking activity of neurons in wide-
spread cortical areas. The effect depended on both the intensity
and the polarity of TES and was influenced by the ongoing state
changes of brain activity. Chronic application of TES, therefore,
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sinusoid waveform. In most sessions, stimula-
tion was applied through 3 stimulating elec-
trodes (3-poles), such that the same polarity
was applied to both hemispheres (side) versus
the opposite polarity applied to the center
(frontal) electrode (Fig. 1 Aa,d). This configu-
ration yielded synchronous electric fields in
both hemispheres. In a few experiments, bipo-
lar stimulation was used (Fig. 1 Ab,c). Trials
using the same stimulation protocol were com-
bined for statistical analysis.

To assess the effect of stimulation on unit fir-
ing, each spike was assigned to the instantaneous
phase of the reference TES signal obtained by Hil-
bert transformation. The significance of phase-
modulation was evaluated using Kuiper’s test of
random deviation from uniformity on circular
data (Fisher, 1993). This omnibus test was pre-
ferred over the more standard Rayleigh test, since
our findings (such as bimodal phase preference)
precluded having a predefined assumption re-
garding the modality of the TES-induced phase
entrainment and thus the application of conven-
tional (unimodal) phase entrainment measures
(e.g., Rayleigh statistic). Since omnibus tests re-
quire a sufficiently large sample of data, we ap-
plied 2 criteria a) a minimum number of spikes
(at least 250 per stimulation protocol) and b) a
minimum number of trials (at least 5) for a given
stimulation intensity, frequency and configura-
tion. Because both multiunits and single units
had different number of spikes and both were
tested against the same uniformity hypothesis, we
examined whether the number of spikes biased
our results. A fixed number of spikes (n ! 600,
n ! 1000) was randomly chosen from a given
TES session and tested against uniformity. Such
subsampling did not show any particular trend
substantially different from the case when all
spikes were included. Probabilities "0.01 were
regarded as significant.

For the color-coded population display, the
spike count of each unit was normalized by sub-
tracting the mean spike count of that unit from
the spike count of each bin and dividing by the SD
(20° phase bins across one period of TES signal).

To examine the relationship between spikes
and the intrinsic slow oscillation, the peak spec-
tral power of LFP (peakF) within the 0.4–10 Hz
frequency range was computed in 3.2 s windows.
The original LFP signal was bandpass filtered
around peakF, between [0.75# peakF and 1.25#
peakF] Hz, using second order, Butterworth Fil-
ter (a built-in Matlab function). The phase of the
bandpass filtered LFP was then derived by Hilbert
transformation. Phase-modulation of units by
the slow oscillation was evaluated by Rayleigh cir-
cular statistics, since the unimodal phase modu-
lation by the intrinsic slow oscillation could be
safely assumed from previous experimental evi-
dence (Steriade et al., 1993). For the display of
cycle-by-cycle unit firing, peri-event time histo-
grams of spike times around the first/last troughs
of the reference TES signal were constructed.

For the analysis of the intracellular signal
("1250 Hz, low-pass), the signal was band-
passed filtered (0.5–10 Hz) to remove the ac-
tion potentials. The relationship between the

Figure 1. Entrainment of subthreshold and suprathreshold neuronal activity by TES. A, Schematic of 4 electrode configurations used for
electric field stimulation. Aa, Wire coils placed on the skull for chronic stimulation. Red dashed lines, idealized electric fields around the
electrodes. The coils on the left and right sides of the skull had the same virtual polarity against the third electrode placed above the frontal
cortex. Ab, Screws driven halfway through the skull. Ac, Wires placed on the skull. Ad, Flexible cables placed epidurally and a silver wire
placed in the oral cavity of the animal. B, Multiple-site recording of unit and LFP with a 4-shank silicon probe from the prefrontal cortex
(activity from 3 shanks is shown; faulty sites are excluded) and simultaneous intracellular recording from a layer V pyramidal cell in the
somatosensory area in an anesthetized rat. Top inset, Locations of the stimulation electrodes, intracellular electrode, green, and the silicon
probe, red. Bottom inset, Photograph of the biocytin-labeled neuron. Dots, spikes of extracellularly recorded putative single neurons. Red
sinusoid line, applied field. Bipolar stimulation (Ac) at 1.25 Hz, 0.4 V intensity. C, TES phase-locked discharge of 3 example units and 1
intracellularly recorded unit (last column) at 3 different stimulation intensities. Averages of$300 stimulation cycles. Average filtered unit
waveforms, recorded from the probe site with the largest amplitude unit, are shown for different intensity TES epochs (red). Waveforms
duringprestimulationepochs(black)areshowninthetoprow,superimposedonthewaveformsrecordedduring0.4VTES.Sametimescale
applies for all waveforms; amplitude scale is shown for each unit at the top row. Unit on the right is the intracellularly recorded neuron. Red
stars indicate significantly phase-modulated units ( p " 0.01, Kuiper’s test). D, Illustration of intrinsic network- and extrinsic field-control
of neural activity. Joint probability density counts of Vi of the layer V neuron shown in B and the phase of the TES signal are shown for
different intensities of stimulation; weak 0.4 V, moderate 0.8 V and strong 1.2 V applied fields. Stimulation phase is illustrated by the red
line. Warmer colors indicate high probability of occurrence. Rightmost panel (corrected 1.2 V), Vi corrected by subtracting the signal,
extracellularly recorded after withdrawing the pipette from the neuron. Note the coexistence of network-induced Vi bimodality (hot color
bands at two Vi levels) and increasing phase-locking of Vi to the applied field as its strength increases (note the increasing differences
between 0° and 180° of TES of DOWN state probabilities).
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THE	  ENTRAINMENT	  
phenomenon	  

	  
Neurons	  as	  ensembles	  of	  	  
“oscilla5ng	  elements”.	  

	  
If	  they	  are	  exposed	  to	  a	  periodic	  external	  
force,	  they	  start	  to	  oscillate	  with	  the	  same	  

period	  	  
(phase	  allignement	  and	  amplitude	  

increase).	  



Gamma:	  selec5ve	  aYen5on	  

Aplha:	  visual	  percep5on	  

Ѳ:	  working	  /long-‐term	  
memory	   Beta:	  voluntary	  movement	  

Alpha:	  automa5c	  
movements	  

Θ:	  spa5al	  orien5ng	  

Is	  there	  a	  causal	  
rela7on	  between	  
frequency	  and	  

specific	  func7ons?	  



Transcranial	  Alterna7ng	  Current	  S7mula7on	  (tACS)	  	  

Low-‐intensity	  (1-‐1.5	  mA),	  	  
frequency-‐specific	  	  

Theta	  =	  ≈5	  Hz	  
Alpha	  =	  ≈10	  Hz	  
Beta	  =	  ≈20	  Hz	  
Gamma	  =	  ≈30	  Hz	  

Kanai,	  Paulus	  &	  Walsh,	  Clinph	  2010	  

Kanai	  et	  al.,	  Curr.	  Biol.	  2008	  

Induc7on	  of	  phosphens	  during	  
occipital	  tACS	  
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Frequency-Dependent Tuning of the Human Motor System
Induced by Transcranial Oscillatory Potentials
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Different corticothalamic brain modules intrinsically oscillate at a “natural frequency” in a topographically organized manner. In
“quiescent” human sensorimotor regions, the main detectable oscillatory activity peaks at !20 Hz, and partly contributes to determine
the state of corticospinal excitability. Here, we showed that the transcranial application of an imperceptible, short-lasting (90 s) electric
field oscillating at a physiological range increases corticospinal excitability online, with well defined frequency dependence and regional
specificity. Indeed, the size of motor evoked potentials (MEPs) induced by navigated single-pulse TMS over the motor cortex significantly
increased only during the local application of transcranial alternating current stimulation (tACS) at 20 Hz (! range). Other tACS frequen-
cies (5, 10, and 40 Hz) applied on the motor cortex did not impact MEPs’ size. Moreover, tACS applied on a control site (parietal cortex)
and on a peripheral site (ulnar nerve) also failed to modulate MEPs. These results help clarifying the functional significance of the 20 Hz
idling ! rhythm of sensorimotor regions and suggest potential clinical applications of this approach.

Introduction
A fundamental and phylogenetically preserved property of neu-
rons is their ability to oscillate within a wide range of rhythmic
activity, from 0.05 to 500 – 600 Hz (Buzsáki and Draguhn, 2004).
Oscillatory activity is recorded on the scalp with electroencepha-
lography (EEG), and it has been interpreted as the net result of
spontaneous, physiological variations of cortical, subcortical,
and spinal motoneuronal excitability around a fluctuating critical
firing level, known as the “uncertain range” (Adrian and Moru-
zzi, 1939; Liddell and Phillips, 1952; Henneman et al., 1974).

Rhythmic oscillations get organized according to the main
states of the brain such as sleep (low frequencies) or resting wake
(high-frequency bands). More complex regional patterns of os-
cillatory activities can take place according to the behavioral tasks
on which the brain is currently engaged, thereby conveying in-
formational relevant contents (Thut and Miniussi, 2009). Cogni-
tive processes like memory, perception, or even dreaming and
consciousness, could result from the combination of regional or
diffuse synchronization of neural assemblies in a temporally spe-
cific manner (Gray et al., 1989; Llinás and Ribary, 1993; Engel et
al., 2001; Varela et al., 2001).

In human sensorimotor regions, the main detectable oscilla-
tory activity is an “idling” beta activity peaking at !20 Hz (!

range), which typically occurs in the absence of processing sen-
sory information or motor output (Niedermeyer, 1999). Such an
activity is usually associated with spontaneous oscillations in the
alpha band (8 –12 Hz), known as mu rhythm (Gastaut, 1952;
Kuhlman, 1978; Sauseng et al., 2009). However, the mu rhythm
includes a wider class of rhythms, which are usually not sinusoi-
dal (Pfurtscheller et al., 1997). Moreover, they have different to-
pography and frequency (McFarland et al., 2000). Several studies
reported that mu rhythm may be attenuated or desynchronized
by imaging, preparation, and execution of a movement (Kuhl-
man, 1978; Pfurtscheller, 1989, 1998; Niedermeyer, 1997).

Solid evidence indicates that also ! oscillations of sensorimo-
tor areas usually undergo desynchronization during preparation,
execution, imagination, or observation of movements (Jasper
and Penfield, 1949; Chatrian et al., 1959; Pfurtscheller and Arani-
bar, 1977; Salmelin and Hari, 1994; Rossi et al., 2002).

On the other hand, EEG disclosed !-range synchronization
between the oscillatory activity recorded over motor areas and
the electromyographic (EMG) activity of contralateral muscles
engaged in static low-level force production tasks both in the
monkey and in the human motor system (Sanes and Donoghue,
1993; Kilner et al., 1999; Salenius and Hari, 2003; Kristeva et al.,
2007). This synchronization probably underpins the integration
of online sensorimotor processes required to maintain a constant
motor output (Baker, 2007). Therefore, the causal relationships
between the ! idling oscillatory activity of the motor areas and
the related human corticospinal output still need to be clarified.

To this aim, we used a novel approach that combines simul-
taneous single-pulse transcranial magnetic stimulation (TMS)
and transcranial alternating current stimulation (tACS) (Antal et
al., 2008) applied at different frequencies. The rationale for the
combined use of the two techniques lies on the different infor-
mation that they convey. TMS transsynaptically activates fast-
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Different corticothalamic brain modules intrinsically oscillate at a “natural frequency” in a topographically organized manner. In
“quiescent” human sensorimotor regions, the main detectable oscillatory activity peaks at !20 Hz, and partly contributes to determine
the state of corticospinal excitability. Here, we showed that the transcranial application of an imperceptible, short-lasting (90 s) electric
field oscillating at a physiological range increases corticospinal excitability online, with well defined frequency dependence and regional
specificity. Indeed, the size of motor evoked potentials (MEPs) induced by navigated single-pulse TMS over the motor cortex significantly
increased only during the local application of transcranial alternating current stimulation (tACS) at 20 Hz (! range). Other tACS frequen-
cies (5, 10, and 40 Hz) applied on the motor cortex did not impact MEPs’ size. Moreover, tACS applied on a control site (parietal cortex)
and on a peripheral site (ulnar nerve) also failed to modulate MEPs. These results help clarifying the functional significance of the 20 Hz
idling ! rhythm of sensorimotor regions and suggest potential clinical applications of this approach.

Introduction
A fundamental and phylogenetically preserved property of neu-
rons is their ability to oscillate within a wide range of rhythmic
activity, from 0.05 to 500 – 600 Hz (Buzsáki and Draguhn, 2004).
Oscillatory activity is recorded on the scalp with electroencepha-
lography (EEG), and it has been interpreted as the net result of
spontaneous, physiological variations of cortical, subcortical,
and spinal motoneuronal excitability around a fluctuating critical
firing level, known as the “uncertain range” (Adrian and Moru-
zzi, 1939; Liddell and Phillips, 1952; Henneman et al., 1974).

Rhythmic oscillations get organized according to the main
states of the brain such as sleep (low frequencies) or resting wake
(high-frequency bands). More complex regional patterns of os-
cillatory activities can take place according to the behavioral tasks
on which the brain is currently engaged, thereby conveying in-
formational relevant contents (Thut and Miniussi, 2009). Cogni-
tive processes like memory, perception, or even dreaming and
consciousness, could result from the combination of regional or
diffuse synchronization of neural assemblies in a temporally spe-
cific manner (Gray et al., 1989; Llinás and Ribary, 1993; Engel et
al., 2001; Varela et al., 2001).

In human sensorimotor regions, the main detectable oscilla-
tory activity is an “idling” beta activity peaking at !20 Hz (!

range), which typically occurs in the absence of processing sen-
sory information or motor output (Niedermeyer, 1999). Such an
activity is usually associated with spontaneous oscillations in the
alpha band (8 –12 Hz), known as mu rhythm (Gastaut, 1952;
Kuhlman, 1978; Sauseng et al., 2009). However, the mu rhythm
includes a wider class of rhythms, which are usually not sinusoi-
dal (Pfurtscheller et al., 1997). Moreover, they have different to-
pography and frequency (McFarland et al., 2000). Several studies
reported that mu rhythm may be attenuated or desynchronized
by imaging, preparation, and execution of a movement (Kuhl-
man, 1978; Pfurtscheller, 1989, 1998; Niedermeyer, 1997).

Solid evidence indicates that also ! oscillations of sensorimo-
tor areas usually undergo desynchronization during preparation,
execution, imagination, or observation of movements (Jasper
and Penfield, 1949; Chatrian et al., 1959; Pfurtscheller and Arani-
bar, 1977; Salmelin and Hari, 1994; Rossi et al., 2002).

On the other hand, EEG disclosed !-range synchronization
between the oscillatory activity recorded over motor areas and
the electromyographic (EMG) activity of contralateral muscles
engaged in static low-level force production tasks both in the
monkey and in the human motor system (Sanes and Donoghue,
1993; Kilner et al., 1999; Salenius and Hari, 2003; Kristeva et al.,
2007). This synchronization probably underpins the integration
of online sensorimotor processes required to maintain a constant
motor output (Baker, 2007). Therefore, the causal relationships
between the ! idling oscillatory activity of the motor areas and
the related human corticospinal output still need to be clarified.

To this aim, we used a novel approach that combines simul-
taneous single-pulse transcranial magnetic stimulation (TMS)
and transcranial alternating current stimulation (tACS) (Antal et
al., 2008) applied at different frequencies. The rationale for the
combined use of the two techniques lies on the different infor-
mation that they convey. TMS transsynaptically activates fast-
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Oscillatory activity is recorded on the scalp with electroencepha-
lography (EEG), and it has been interpreted as the net result of
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and spinal motoneuronal excitability around a fluctuating critical
firing level, known as the “uncertain range” (Adrian and Moru-
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(high-frequency bands). More complex regional patterns of os-
cillatory activities can take place according to the behavioral tasks
on which the brain is currently engaged, thereby conveying in-
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In human sensorimotor regions, the main detectable oscilla-
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sory information or motor output (Niedermeyer, 1999). Such an
activity is usually associated with spontaneous oscillations in the
alpha band (8 –12 Hz), known as mu rhythm (Gastaut, 1952;
Kuhlman, 1978; Sauseng et al., 2009). However, the mu rhythm
includes a wider class of rhythms, which are usually not sinusoi-
dal (Pfurtscheller et al., 1997). Moreover, they have different to-
pography and frequency (McFarland et al., 2000). Several studies
reported that mu rhythm may be attenuated or desynchronized
by imaging, preparation, and execution of a movement (Kuhl-
man, 1978; Pfurtscheller, 1989, 1998; Niedermeyer, 1997).

Solid evidence indicates that also ! oscillations of sensorimo-
tor areas usually undergo desynchronization during preparation,
execution, imagination, or observation of movements (Jasper
and Penfield, 1949; Chatrian et al., 1959; Pfurtscheller and Arani-
bar, 1977; Salmelin and Hari, 1994; Rossi et al., 2002).

On the other hand, EEG disclosed !-range synchronization
between the oscillatory activity recorded over motor areas and
the electromyographic (EMG) activity of contralateral muscles
engaged in static low-level force production tasks both in the
monkey and in the human motor system (Sanes and Donoghue,
1993; Kilner et al., 1999; Salenius and Hari, 2003; Kristeva et al.,
2007). This synchronization probably underpins the integration
of online sensorimotor processes required to maintain a constant
motor output (Baker, 2007). Therefore, the causal relationships
between the ! idling oscillatory activity of the motor areas and
the related human corticospinal output still need to be clarified.

To this aim, we used a novel approach that combines simul-
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effects of tACS at 20 Hz on the motor (Moliadze et al., 2010) or on the
visual cortex (Antal et al., 2008; Kanai et al., 2010) emerged. Due to the
low and gentle rise of the intensity of stimulation, subjects did not feel
any scalp sensation. At debriefing, subjects reported that they were blind
to the frequency applied and that they were not aware of the location of
the stimulation (i.e., whether tACS was applied on the motor or on the
parietal cortex). Only 4 of 15 subjects reported slight flickering sensations
in their peripheral visual field.

TMS. During tACS in each experimental session, TMS was applied
over the sponge electrode overlying the left motor cortex (Fig. 1b). MEPs
were recorded from the right first dorsal interosseus (FDI). As the rising
time to reach the determined intensity of stimulation was !5 s, the start
of MEPs recording was not earlier than 20 s of stimulation with tACS.
The TMS intensity was adjusted to produce an amplitude of 600 – 800 !V
in basal conditions (i.e., without tACS, but while TMS was applied on the
electrode overlying the left motor cortex). Ag–AgCl adhesive electrodes
were positioned over the muscle with the active electrode on its motor
point and the negative on the nearest finger joint.

Ten MEPs/condition, spaced at least 7 s, were recorded by a four-
channel electromyograph (Phasis, EBNeuro), with a bandpass filter of 20
Hz to 5 kHz, sampled at 20 kHz, with an acquisition sensitivity ranging
from 0.1 to 1 mV. MEPs were discarded from postprocessing if an EMG
burst preceded the TMS by 300 to 0 ms or if an MEP-to-MEP latency
jitter of "2 ms appeared. Both these events could potentially signal un-
wanted muscular activation, and therefore a bias of the MEP amplitude.

The mean peak-to-peak amplitude values of 10 MEPs from the right
FDI muscle (obtained by navigated TMS of the left motor cortex over the
tACS sponge electrode) (Fig. 1b) were calculated for each experimental
condition.

Peripheral control. To rule out a physical interaction between the elec-
tric fields induced by single-pulse TMS and those produced by tACS, the
same interleaved TMS/tACS protocol was repeated on the right forearm
in 12 subjects. The “target” and the “reference” electrodes were placed on
the skin overlying the ulnar nerve at the elbow and on the volar surface of
the forearm, respectively. tACS at 5 Hz and 20 Hz, plus a basal condition
(no-tACS), was applied with same parameters of the main experiment.
During tACS, 10 compound muscle action potentials (CMAPs) from the
right FDI muscle were recorded for each condition, after having placed
the stimulating TMS coil over the target stimulating electrode, and ad-
justing the intensity of the stimulator to produce MEPs of similar size to
those elicited by TMS over the scalp. Finally, an additional session with-
out tACS was run, to prove the stability of MEPs size.

Subjects did not report skin sensations at debriefing and were not able
to disentangle whether they were stimulated by tACS or not.

Data analysis. Postprocessing of data was performed in a blind manner
with respect to the experimental conditions. MEPs amplitudes between
the two largest peaks of opposite polarity were measured for each exper-
imental session. Each amplitude value was transformed into natural log-
arithms (Nielsen, 1996). This procedure was used to normalize the
distribution of amplitude data by reducing the heteroschedasticity be-
tween different conditions, therefore allowing interindividual compari-
sons. Amplitude data were then averaged for each condition. To get an
optimal control over the results of the main experiment, a repeated-
measure ANOVA was performed separately for the two basal conditions,
the main experiment and the peripheral control experiment. Green-
house–Geisser correction was applied when necessary to compensate for
the violation of the assumption of sphericity. In the presence of signifi-
cant interactions, corrected pairwise comparisons were performed by
Bonferroni test. The level of significance was set at p # 0.05.

Results
Three separate ANOVAs were performed to address the differ-
ences between the two basal conditions, the main experiment
conditions, and the peripheral control experiment conditions.

Basal conditions (no tACS)
The ANOVA contrasting the MEP amplitude of the two basal
conditions failed to show significant differences [F(1,14) # 2.976,

mean square error (MSE) # 1.19, p # 0.107] of mean natural
logarithm (LN)-transformed MEP amplitude values (raw values:
basal 1, 800.50 $ 101.2 !V, LN # 6.59; basal 2, 843.12 $ 122.9,
LN # 6.58). This suggests that tACS did not produce any detect-
able aftereffects on corticospinal excitability and that at the end of
the experiment the intrinsic excitability of the motor system was
unchanged.

Main experiment
Following from the results of the previous analysis, data from the
two basal conditions were collapsed into a new “baseline” condi-
tion. A one-way ANOVA was then performed to verify the occur-
rence of any frequency-dependent and regional-dependent effect
of tACS on the corticospinal excitability of the left motor cortex.
The ANOVA contrasted six levels of the factor “experimental
condition” [baseline, tACS of the left motor cortex at 5 Hz ("
range), 10 Hz (# range), 20 Hz ($ range), 40 Hz (% range), and
tACS on the right parietal cortex at $ range]. A significant main
effect of experimental condition emerged (F(5,70) # 4.362,
MSE # 0.603, p # 0.002). Post hoc comparisons (Fig. 2) revealed
a significant and selective effect of tACS on the left motor cortex
at 20 Hz ($) (Fig. 2a). tACS at 20 Hz consistently enhanced the
corticospinal output compared to all other experimental con-
ditions (20 Hz vs 5 Hz, p # 0.016; vs 10 Hz, p # 0.045; vs 40 Hz,
p # 0.039; vs right PC 20 Hz, p # 0.031, vs baseline, p # 0.002).
All other pairwise comparisons were not significant. Focusing
on individual responses, 11 out 15 subjects showed the highest
MEPs during tACS at the $ range. Among the remaining four
subjects, tACS at 10 Hz induced the highest facilitation in two,
40 Hz in one, and 5 Hz in another one. In these four subjects,
the 20 Hz tACS was “the second-best frequency” in terms of
MEP facilitation.

MEPs latency did not change within and across conditions. To
better illustrate the 20 Hz tACS effect, percentage changes versus
baseline of log-transformed MEP amplitude values, average of
MEP amplitude values (raw data), and percentage changes versus
baseline of MEP amplitude values (raw data) are shown in Figure
2, a and b.

Peripheral control experiment
The control experiment aimed to rule out a physical interaction
between the electric fields induced by tACS and the current flow
generated by single-pulse TMS. The same interleaved TMS/tACS
protocol was repeated in 12 subjects on the right forearm (ulnar

Figure 2. Results of the main experiment. a, Average MEP amplitude ($SE) values (raw
data) obtained through different experimental conditions. Note that only tACS delivered at $
range (20 Hz) on the motor cortex increases the corticospinal output versus all the other condi-
tions (baseline, 5 Hz, 10 Hz, 40 Hz, and 20 Hz on the parietal cortex). An asterisk (*) indicates a
significant difference of 20 Hz stimulation with respect to all the other conditions. Statistics refer
to log-transformed amplitude data (see Results). b, Percentage changes versus baseline of MEP
amplitude values (raw data).
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0.97

0.89 0.86 0.80
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.91 0.83 0.80 0.75 0.78 0.72 0.77 0.80 0.82 0.78 0.89 0.90 0.85

g
Age

Reasoning Spatial ability Memory Processing speed Vocabulary

a

b
–0.48

–0.15 –0.31 0.63

domains of thinking skill (such as executive func-
tion and memory) or specific tasks (such as mental 
arithmetic and non-verbal reasoning on the Raven’s 
Progressive Matrices test) are studied, neuroscientists 
are observing brain activity related to g as well as the 
specific task activities. This undermines the ability to 
determine localized brain activities that are specific 
to the task at hand. That is, cognitive task and cogni-
tive ability are not isomorphic: cognitive tasks draw 
on multiple abilities, some of which are unique to the 
specific task and others which can also be applied to 
other tasks. Moreover, studies that investigate biologi-
cal associations with intelligence are rarely conducted 
using a statistically derived g factor or psychometrically 

validated factors representing the major cognitive 
domains that are more specific than g. Instead, the 
studies generally rely on total IQ scores from a battery 
of tests, or single tests thought to load highly on the 
general cognitive ability factor. Fortunately, this has a 
surprisingly small effect: results are similar whichever 
measure is used. This accentuates the complications of 
studying the neural correlates of intelligence.

In differential psychology there has been a tradition 
of seeking fundamental parameters of cognitive process-
ing or single biological variables that might account for 
intelligence differences. The results have been sparse12, 
but two biological findings have persisted and accumu-
lated: general intelligence differences are substantially 
heritable13; and general intelligence and brain size show 
modest, positive correlations14. Of course, finding corre-
lations does not explain how one variable affects another, 
and explaining such correlations is considerably more 
difficult than identifying them. Nevertheless, these two 
persistent findings were the basis for the two principal 
approaches to the present-day neuroscience of general 
intelligence: genetics and brain imaging.

Basic genetic influences on intelligence
Investigation of the presence of genetic influences 
on general intelligence dates back to the nineteenth 
century, when Francis Galton published two papers 
concluding that mental abilities were transmitted by 
heredity from one generation to another15. Despite an 
intermittently hostile political reception, many stud-
ies since then — based principally on twin and adop-
tion samples — have replicated this observation, and 
none has contradicted it16. Estimates of how much 
of the total variance in general intelligence can be 
attributed to genetic influences range from 30 to 80%. 
General intelligence factors, in the form of latent traits 
from which measurement error has been removed, 
fall at the high end of this range. Broad domains of 
cognitive ability — such as verbal and perceptual– 
organizational abilities — generally show similar 
amounts of genetic influence17–20, although the genetic 
influence on memory tends to be somewhat smaller17–21. 
However, much of the heritability of these domains 
is due to genetic effects on general intelligence, with 
which they are highly correlated. Consistent with the 
presence of measurement error in variance that is 
unique to specific tests, genetic influences on specific 
abilities are generally substantially lower.

The heritability of general intelligence increases with 
age22–24, from about 30% in early childhood25 to as much 
as 70–80% in adulthood17,26,27. Because this is now well 
established, recent studies have shifted to investigating 
how genetic influences on various mental abilities are 
related and how they change with development. For 
example, in a Dutch twin study, the same individuals 
were given mental test batteries repeatedly to assess gen-
eral intelligence from 5–12 years of age28. The heritabil-
ity of general intelligence was 26% at age 5, 39% at age 7, 
54% at age 10, and 64% at age 12. Rank order of general 
intelligence showed high stability over time, which is 
largely due to the genetic influences on g (BOX 3).

Figure 1 | The hierarchy of intelligence differences. a | This figure is constructed 
from analyses conducted by Salthouse120. They were based on 33 of his own studies, 
with almost 7,000 subjects 18–95 years of age. The small squares represent 16 different 
cognitive ability tests. The 16 tests coalesce into five factors representing broad 
domains of mental ability. Each test has a high loading on one group factor; the 
numbers may be thought of as the correlation between the individual test and the 
higher-order latent trait or ability domain. All five domains have high associations with 
the general intelligence factor (g). Correlations among the broad domains are high (not 
shown), refuting the idea that there might be independent ‘primary mental abilities’ at 
this broad domain level. Given that the factors representing broad domains are 
strongly associated with g, it follows that much of the variance apparently arriving at 
the 16 individual tests from the broad domains actually comes from g. Take the 
example of test number 1. Its correlation with the ‘Reasoning’ domain is 0.89. But this 
domain has a loading of 0.97 on g, which is shared with all four other cognitive 
domains. By simply squaring the correlations (or loadings), which is not always 
appropriate, one finds that about 74% of the variance in Test Number 1 is due to g and 
only about 5% is due to the domain of ‘Reasoning’. b | The main effect of age is on g, 
with additional, cognitive domain-specific influences on memory and processing 
speed120. Age effects below 0.1 are not shown, nor are effects of gender, education and 
health. There is a direct positive effect of age on vocabulary. This is tempered by the 
negative effect of age on g, with which vocabulary is highly associated, and results in 
an overall modest positive effect of age on vocabulary. Such a hierarchy of intelligence 
differences is found in almost all of the hundreds of large datasets that have applied 
multiple cognitive tests to large samples11. The hierarchy is important in genetic 
studies, because the major additive genetic influence is on g, and the major source of 
genetic variance on the individual tests is typically through g20. This finding holds into 
old age: even at age 80, the additive genetic contribution to g is still high, and broad 
cognitive domains still have high correlations with g121. The domain with the strongest 
non-g genetic influence is memory, although even here the largest source of genetic 
variance comes from the genetic influence on g. Figures are based on data from 
REF. 120.
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g	  is	  not	  dependent	  on	  specific	  cogni7ve	  test	  
bageries,	  as	  long	  as	  there	  is	  sufficient	  variety	  
in	  the	  tests.	  

Domains	  of	  mental	  
abili7es	  

Cogni7ve	  tests	  

-‐	  “G”	  posi7vely	  correlates	  with	  
performance	  in	  a	  wide	  range	  of	  
cogni7ve	  tasks;	  	  
-‐	  is	  an	  important	  predictor	  of	  
both	  educa7onal	  and	  
professional	  success	  	  	  



The	  Cagel	  (1941)-‐Horn	  (1965)-‐Carrol	  (1993)	  theory	  

Fluid	   Intelligence	   (Gf):	  broad	  ability	   to	  
reason,	   form	   concepts,	   and	   solve	  
problems	   using	   unfamiliar	   informa5on	  
or	  novel	  procedures.	  	  
Experience-‐independent.	  

Cristallized	   Intelligence	   (Gc):	   includes	  
the	   breadth	   and	   depth	   of	   a	   person's	  
acquired	   knowledge,	   the	   ability	   to	  
communicate	   one's	   knowledge,	   and	  
the	   ability	   to	   reason	   using	   previously	  
learned	  experiences	  or	  procedures.	  

Intelligence-‐as-‐product	   Intelligence-‐as-‐process	  

Measured	  with	  tests	  assessing	  
stored	  knowledge,	  such	  as	  
general	  facts	  or	  vocabulary	  

Measured	  with	  tests	  requiring	  
on-‐the-‐spot	  processing	  



Che	  cosa	  è	  “il	  genio”?	  Fantasia,	  immaginazione,	  colpo	  d’occhio	  e	  
velocità	  di	  esecuzione	  

Il	  Perozzi	  

La	  “supercazzola”	  
del	  Masce.	  
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Long association fibre
A member of a set of axonal 
tracks connecting distant brain 
areas in the same hemisphere.

Network efficiency
Describes short mean path 
lengths for parallel information 
transfer — as provided by a 
small-world network structure, 
for example.

Functional connectivity
Correlations between the 
activation patterns of different 
brain areas.

Studies using diffusion tensor (DT)-MRI showed 
significant correlations between water diffusion para-
meters that quantify white matter integrity and intel-
ligence in children78,79, young adults80 and old adults78,81, 
especially in the centrum semiovale. Consistent with 
these findings, two studies that applied tractography on 
DT-MRI data to calculate integrity indices for specific 
white matter tracts found positive correlations between 
cognitive ability and white matter integrity, especially 
for long association fibres, such as the arcuate and unci-
nate fasciculi75,82. One study using cognitive data span-
ning several decades found a significant association 
between childhood IQ and white matter integrity in 
old age78. This suggests that, in addition to the probably 
direct contribution of white matter integrity to intel-
ligence, higher intelligence might result in behaviours 
across the life-course that promote white matter integ-
rity. Alternatively, it is possible that intelligence and 
white matter integrity have, from an early age, overlap-
ping sets of genetic and/or environmental inputs.

In a resourceful use of the 79 healthy adults from 
REF. 82, Li and colleagues combined DT-MRI tracto-
graphy and MRI with graph analysis to construct a glo-
bal brain network71. They found significant correlations 
between intelligence and parameters that reflect white 
matter network efficiency, indicating that not only the 
integrity, but also the organizational efficiency, of white 
matter is important for higher intelligence.

Efficient processing. Early functional studies of intelli-
gence used behavioural measures of reaction and inspec-
tion time12 and correlated them with various measures 
of cognitive ability. The well-established finding is that 
more intelligent people react to and inspect visual and 
auditory stimuli more rapidly than less intelligent people. 
However, although such chronometric tasks are gener-
ally thought to be endophenotypes of intelligence, it has 
yet to be established whether they are more biologically 
tractable than is intelligence itself.

More recently, electroencephalography (EEG), posi-
tron emission tomography (PET), regional cerebral 
blood flow (rCBF) analysis and functional MRI (fMRI) 
have been used extensively on individuals performing 
intelligence-related tasks such as matrix reasoning, men-
tal rotation or playing the video game Tetris. The indices 
of brain functional activity provided by these methods 
were interpreted as measures of neuronal efficiency and 
related to performance on the current task and/or on 
intelligence tests taken before or afterwards. This lit-
erature has recently been reviewed in detail60,83, and two 
basic conclusions were drawn: first, similar to structural 
studies, functional studies support a distributed network 
perspective on intelligence, largely overlapping with 
the one shown in FIG. 2 and discussed above60. Second, 
functional neuroimaging findings are generally consist-
ent with the hypothesis that intelligent brains process 
information more efficiently (that is, use fewer brain 
resources when performing cognitive tasks) than less 
intelligent brains84, provided that the cognitive task is 
difficult enough to discriminate between intelligent and 
less intelligent individuals, but not so difficult that even 
the most intelligent individuals have to recruit all their 
brain resources to solve it. In the case of these more dif-
ficult tests, less intelligent individuals usually give up, 
resulting in a positive correlation between brain resource 
usage and intelligence83.

The notion that brain efficiency has a role in intelli-
gence is also supported by a study by van den Heuvel and 
colleagues85. Similar to the approach of Li et al. for white 
matter networks71, they used graph analysis to assess the 
efficiency of a global brain network constructed using 
a voxel-wise approach based on fMRI data obtained at 
rest. They found significant links between functional 
efficiency and IQ, especially in frontal and parietal 
regions. This is consistent with another fMRI study 
which reported significant correlations between IQ and 
the resting-state functional connectivity of an ‘exploratory’ 
network involving the frontal and the parietal, occipital 
and limbic lobes86. The brain areas that were activated 
as an efficient network during resting periods (with less 
activity in more intelligent individuals) in these two stud-
ies matched the frontal and parietal regions that were 
found to be activated in intelligent subjects under high 
cognitive demand60,83. This indicates that brain activ-
ity can be used to distinguish more and less intelligent  
people even when they are not cognitively challenged.

Many neuronal roads to intelligence. Many studies  
on the neuroscience of intelligence have shown 
sex differences, sometimes to a striking degree, 

Figure 2 | The loci of intelligence differences. Based on a 
review of all the structural and functional neuroimaging 
literature that was available, Jung and Haier proposed the 
parieto-frontal integration theory of intelligence (P-FIT), 
which is arguably the best available description of how 
intelligence is distributed in the brain. The figure shows 
Brodmann Areas (BAs) involved in intelligence, as well as the 
arcuate fasciculus (shown in yellow) as a promising candidate 
for a white matter tract that connects the involved brain 
regions. BAs shown in green indicate predominantly 
left-hemispheric correlations and BAs shown in pink indicate 
predominantly right-hemispheric correlations with 
intelligence. Figure is modified, with permission, from REF. 60 

 (2007) Cambridge University Press.
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Parieto-‐frontal	  integra7on	  theory	  (PFIT)	  of	  intelligence	  
Meta-‐analysis	  of	  MRI-‐PET-‐fMR	  studies	  

(from	  Jung	  et	  al.	  2007	  &	  Deary	  et	  al.	  2010)	  

recogni5on,	  imagery	  and	  
elabora5on	  of	  visual	  or	  
verbal	  inputs	  

structural	  symbolism,	  
abstrac5on	  and	  
elabora5on	  	  

working	  memory	  network	  (maintenance,	  
elabora5on,	  selec5on	  of	  response)	  

response	  engagement	  
and	  inhibi5on	  of	  
alterna5ve	  responses	  	  

Arcuate	  fasciculus	  
(white	  maYer	  fibers)	  

Gläscher	  et	  al.	  (Neuron,	  2009):	  in	  241	  pa7ents	  with	  brain	  lesion	  confirmed	  the	  role	  
of	  PFC	  for	  verbal	  comprehension	  and	  PPC	  for	  perceptual	  organiza7on	  



20	  healthy	  subjects;	  10	  male;	  mean	  age	  22	  



Simple	  Raven’s	  matrices	  account	  well	  for	  rela7onal	  reasoning	  (Gf)	  	  

Rela5onal,	  perceptual	  trials	  



Complex	  Raven’s	  matrices	  account	  well	  for	  logic	  reasoning	  (Gf)	  	  



tACS	  and	  fluid	  intelligence,	  Results	  	  

Basal	  Performance	  (Sham)	  

The	  solu7on	  of	  Logic	  matrices	  	  
requires	  a	  different	  strategy	  

Principal	  Component	  Analysis	  

Distribu7on	  of	  RTs	  

Op5mal	  fiNng	  of	  RTs	  with	  gamma	  distribu5on	  



No	  effects	  on	  accuracy	  
(Generalized	  Es7ma7ng	  Equa7ons)	  

Frequency-‐specific	  (gamma	  band)	  effects	  	  
on	  processing	  speed,	  
only	  for	  logic	  matrices	  	  
(correct	  responses)	  

tACS	  and	  fluid	  intelligence,	  Results	  	  



tACS	  and	  fluid	  intelligence,	  Results	  	  

RTs	  in	  accurate	  logic	  trials	  

the	  effects	  of	  γ-‐tACS	  showed	  an	  
inverse	  correla5on	  with	  

performance	  on	  the	  baseline	  
(sham)	  condi5on	  (r=-‐.66,	  p<.001)	  	  	  

Mean	  RTs	  in	  sham	  (accurate	  trials)	  

De
vi
a7

on
	  fr
om

	  th
e	  
m
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n	  

Subjects	  became	  about	  15%	  faster	  in	  
correctly	  solving	  logic/condi7onal	  
trials	  

3-‐Rel	  

2-‐Rel	  

1-‐Rel	  

Op7miza7on	  of	  local	  informa7on	  processing?	  



What	  observed	  tACS	  effects	  are	  not,	  1:	  	  

-‐	  Task-‐switching	  cost	  	  
-‐  Experimental	  demands	  (i.e.,	  full	  randomiza5on	  of	  Raven	  matrices)	  required	  con5nuous	  	  
cogni5ve	  switching	  between	  rela5onal	  and	  logic	  trials	  
-‐	  	  This	  is	  a	  costly	  process,	  mediated	  by	  prefrontal	  ac5vity	  

performance	  did	  not	  benefit	  from	  repe55on	  of	  logic	  
or	  rela5onal	  tasks	  (regression	  analysis:	  lack	  of	  main	  
effect	  of	  preceding	  task,	  χ2=0.39,	  p=0.55,	  or	  
preceding	  task*task	  interac5on,	  χ2=0.18,	  p=0.67)	  	  

-‐	  Reduced	  agen7on/increased	  fa7gue	  	  

!

-‐	  Speed-‐accuracy	  trade	  off	  	  

RTs	  

accuracy	  

Odd-‐even	  task	  
Wrong	  responses	  
are	  unaffected	  by	  tACS	  



What	  observed	  tACS	  effects	  are	  not,	  2:	  	  

-‐	  Improvement	  of	  working	  memory	  	  
-‐	  WM	  is	  actually	  part	  of	  fg	  (Jaeggi	  et	  al.,	  2008)	  	  
-‐	  WM	  can	  be	  transiently	  improved	  by	  phase-‐locked	  prefrontal	  theta-‐tACS	  (Polania	  et	  al.,	  2012)	  	  

WM	  load	  is	  low,	  if	  not	  absent	  
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Summary

Functional cortical circuits for central executive functions
have been shown to emerge by theta (w6 Hz) phase-
coupling of distant cortical areas [1–3]. It has been repeat-
edly shown that frontoparietal theta coupling atw0! relative
phase is associated with recognition, encoding, short-term
retention, and planning [1, 4, 5]; however, a causal link has
not been demonstrated so far. Here we used transcranial
alternating current stimulation [6–8] simultaneously applied
at 6 Hz over left prefrontal and parietal cortices with a relative
0! (‘‘synchronized’’ condition) or 180! (‘‘desynchronized’’
condition) phase difference or a placebo stimulation condi-
tion, whereas healthy subjects performed a delayed letter
discrimination task. We show that exogenously induced
frontoparietal theta synchronization significantly improves
visual memory-matching reaction times as compared to
placebo stimulation. In contrast, exogenously induced
frontoparietal theta desynchronization deteriorates perfor-
mance. The present findings provide for the first time
evidence of causality of theta phase-coupling of distant
cortical areas for cognitive performance in healthy humans.
Moreover, the results demonstrate the suitability of trans-
cranial alternating current stimulation to artificially induce
coupling or decoupling of behaviorally relevant brain
rhythms between segregated cortical regions.

Results and Discussion

Sensory and association areas of the human brain are orga-
nized in a distributedmanner [9], requiring an efficient commu-
nication mechanism to integrate responses across different
cortical regions to guide behavior. How the human brain can
achieve this relatively fast and efficient integration of informa-
tion has been the topic of intensive research in the last two
decades. A growing amount of studies suggests phase
synchronization as a fundamental neural mechanism in cogni-
tive functions requiring large-scale integration of distributed
neural activity, supporting both neural communication and
plasticity [1, 2, 10].

Phase synchronization in distributed cortical networks
during cognitive performance occurs in a wide portion of
the spectrum of oscillatory brain activity starting from theta
(w4–8 Hz), alpha (w8–12 Hz), beta (w13–30 Hz), and going
up to gamma oscillations (>30 Hz), where functional coupling

at—and between—each of these frequency bands appears
to coordinate different aspects of behavior [2, 11–13]. In partic-
ular, frontoparietal theta coupling at w0! relative phase is
associated with a great variety of cognitive processes such
as recognition, encoding, short-term retention, and planning
[1, 4, 5]. Despite the large amount of empirical data, so far
the majority of these studies have provided only correlative
evidence for the impact of theta phase synchronization on
cognitive performance, whereas its causal role still awaits
empirical evidence. In the present study, we first add correla-
tive evidence for the relevance of frontoparietal theta phase-
coupling during cognitive performance and, subsequently,
we provide its causal evidence.

Experiment 1: EEG Experiment
In a first set of experiments, we explored the relevance of
oscillatory phase synchronization on performance in a de-
layed letter recognition task by means of electroencephalo-
gram (EEG) analysis in healthy volunteers (Figure 1; see
also Supplemental Experimental Procedures available on-
line). Initially, we analyzed the probe period of the task (Fig-
ure 1), which involves comparison of a previously displayed
and remembered letter with the ‘‘probe’’ cue, a match or non-
match decision and selection of the appropriate action.
Several studies suggest that the integration of sensory infor-
mation that is subsequently used to guide behavior is carried
out through the interconnection of synchronized distributed
cortical networks, including the dorsolateral prefrontal cortex
(DLPFC) and the posterior parietal cortex (PPC) [12, 14, 15].
Thus, in the present study, we centered the attention on the
left DLPFC and PPC. There are three main reasons to focus
the analysis on the left hemisphere in the present study: First,
the paradigm used here is a working memory and sensori-
motor decision-making task with a verbal component, and it
has been previously suggested that mainly left DLPFC and
PPC are active during similar letter recognition paradigms
[16, 17]. Second, we recently showed—using a two letter
variant of the same task—that left DLPFC and PPC are
directly involved in the temporal storage of memorized
letters, where high-gamma oscillations—which were found
to represent the temporally memorized information—were
modulated by theta activity [17]. Although in that study the
contents of working memory were explored during the main-
tenance periods, we hypothesize that theta-synchronized
activity between left PPC and DLPFC should be relevant
during cue comparison and the match or nonmatch process.
Third, it has been strongly suggested that left-hemisphere
frontal and parietal regions are involved in motor selection
and preparation [18, 19]. Based on these arguments, we
selected EEG electrodes approximately belonging to these
cortical regions a priori to investigate phase synchronization
during memory matching periods (Supplemental Experi-
mental Procedures; Figure S1). We used the weighted phase
lag index (WPLI), a recently introduced debiased index of
phase synchronization unaffected by volume conduction
and signal amplitude [20] (Supplemental Experimental Pro-
cedures; Figure S3). We identified a significant increase of
phase synchronization at w4–7 Hz occurring w200–500 ms

3These authors equally contributed to this work
*Correspondence: rafael.polania@econ.uzh.ch
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letters, where high-gamma oscillations—which were found
to represent the temporally memorized information—were
modulated by theta activity [17]. Although in that study the
contents of working memory were explored during the main-
tenance periods, we hypothesize that theta-synchronized
activity between left PPC and DLPFC should be relevant
during cue comparison and the match or nonmatch process.
Third, it has been strongly suggested that left-hemisphere
frontal and parietal regions are involved in motor selection
and preparation [18, 19]. Based on these arguments, we
selected EEG electrodes approximately belonging to these
cortical regions a priori to investigate phase synchronization
during memory matching periods (Supplemental Experi-
mental Procedures; Figure S1). We used the weighted phase
lag index (WPLI), a recently introduced debiased index of
phase synchronization unaffected by volume conduction
and signal amplitude [20] (Supplemental Experimental Pro-
cedures; Figure S3). We identified a significant increase of
phase synchronization at w4–7 Hz occurring w200–500 ms

3These authors equally contributed to this work
*Correspondence: rafael.polania@econ.uzh.ch

Gamma	  tACS	  was	  not	  effec7ve	  in	  modifying	  
WM	  	  



-‐  aYen5on	  (Fries	  et	  al.	  2001)	  	  
-‐  op5mizing	  s5mulus	  processing	  (Womelsdorf	  et	  al.	  2007)	  	  
-‐  memory	  forma5on	  (Fries	  et	  al.	  2003)	  	  
-‐  neural	  binding	  (Womelsdorf	  et	  al.	  2007)	  
-‐  cogni5ve	  control	  of	  input	  processing	  (Canolty	  et	  al.	  2006;	  Engel	  et	  al.	  2001;	  

Fries	  et	  al.	  2001).	  	  

Gamma	  band	  ac7vity	  has	  been	  associated	  with:	  

All	  these	  brain	  opera7ons	  represent	  the	  building	  blocks	  of	  the	  complex	  
cogni7ve	  processing	  underlying	  fluid	  intelligence	  efficiency.	  



Prefrontal	  gamma	  ac7vity	  is	  causal	  for	  logic	  
reasoning	  (i.e.,	  for	  fluid	  intelligence	  abili7es),	  

rather	  than	  epiphenomenal	  to	  neuronal	  
ac7vity	  (Curr.	  Biol.	  2013)	  	  

A	  new	  perspec7ve	  for	  cogni7ve	  rehabilita7on?	  	  

Need	  of	  technical	  advances	  (simultaneous	  EEG-‐
tACS	  recording)	  	  


